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## A

## EM Algorithm

The estimation of the parameter vector $\boldsymbol{\theta}$ can be performed by maximizing the quasi-likelihood of the density function in (3-1). We can write the conditional likelihood based on a sample $\left\{y_{t}\right\}_{t=1}^{T}$. The log-likelihood to be maximized over $\Theta$, the parametric space, is given by

$$
\log \mathcal{L}_{T}(\theta)=\sum_{t=1}^{T} \log \left[\sum_{i \in \mathbb{T}} B_{i}\left(\mathbf{x}_{t} ; \theta_{i}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)\right] .
$$

Numerical optimization can carried out by using the EM algorithm of (19). The idea behind EM algorithm is to maximize a sequence of simple functions which leads to the same solution as maximizing a complex function.

We define the probability that the local model $i \in \mathbb{T}$ has generated the output $y_{t}$ as

$$
\begin{equation*}
p_{i}\left(y_{t}\right)=\frac{B_{i}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{i}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)}{\sum_{j \in \mathbb{T}} B_{j}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{j}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{j}\right)} \tag{A-1}
\end{equation*}
$$

It is important to note that a parent node $i \in \mathbb{J}$ has the probability $p_{t, i}=$ $p_{t, 2 i+1}+p_{t, 2 i+2}$.

We define our estimation algorithm following (36). The EM algorithm demands the definition of a complete dataset $\mathbb{X}_{t}$ and an incomplete dataset $\mathbb{Y}_{t}$. We introduce an indicator variable $z_{t}=\left\{z_{i t}\right\}, i \in \mathbb{T}$, such that only one of the $z_{i t}$ is equal to one each time to simplify the likelihood function. If the variables $z_{i t}$ are known, the maximization problem is divided into a set of regression problems for each model and a classification problem for the functions $B_{i}(\cdot)$.

Since the indicator variables are not known we shall define a probabilistic model which links these variables with the observed data (i.e. the complete dataset probabilistic model). This model can be written in terms of $z_{i t}$ as follows:

$$
\begin{align*}
\mathbb{P}\left(y_{t}, z_{i t} \mid \mathbf{x}_{t} ; \theta\right) & =B_{i}\left(\mathbf{x}_{t} ; \theta_{i}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)  \tag{A-2}\\
& =\prod_{i \in \mathbb{T}}\left[B_{i}\left(\mathbf{x}_{t} ; \theta_{i}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)\right]^{z_{i t}} .
\end{align*}
$$

The log-likelihood $l_{c}(\theta)=\log \mathcal{L}_{T}(\theta)$ of the complete dataset (i.e. considering the equation $(\widehat{\mathrm{A}-2})$ based on a sample $\left\{y_{t}\right\}_{t=1}^{T}$ is that such

$$
\begin{equation*}
l_{c}(\theta)=\sum_{t=1}^{T} \sum_{i \in \mathbb{T}} z_{i t}\left[\log B_{i}(\cdot)+\log \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)\right] \tag{A-3}
\end{equation*}
$$

Calculating the expected value of the log-likelihood of the complete dataset (E-Step), it follows that:

$$
\begin{align*}
Q\left(\boldsymbol{\theta} ; \boldsymbol{\theta}^{(k)}\right) & =\mathbb{E}\left[\mathbb{E}\left[l_{c}(\theta) \mid \mathbb{Y}\right] \mid \mathbb{X}\right]  \tag{A-4}\\
& =\sum_{t=1}^{T} \sum_{i \in \mathbb{T}} \mathbb{E}\left[z_{i t}\left(\log B_{i}(\cdot)+\log \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)\right)\right] \\
& =\sum_{t=1}^{T} \sum_{i \in \mathbb{T}} \mathbb{E}\left[z_{i t}\right]\left(\log B_{i}(\cdot)+\log \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)\right) \\
& =\sum_{t=1}^{T} \sum_{i \in \mathbb{T}} p_{t, i}\left[\log B_{i}(\cdot)+\log \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)\right] .
\end{align*}
$$

The expected value of $z_{i t}$ is the following

$$
\begin{align*}
\mathbb{E}\left[z_{i t} \mid \mathbb{Y}\right] & =\mathbb{P}\left(z_{i t}=1 \mid y_{t}, \mathbf{x}_{t}, \boldsymbol{\theta}\right)  \tag{A-5}\\
& =\frac{\mathbb{P}\left(z_{i t}=1 \mid \mathbf{x}_{t}, \boldsymbol{\theta}\right) \mathbb{P}\left(y_{t} \mid z_{i t}=1, \mathbf{x}_{t}, \boldsymbol{\theta}\right)}{\mathbb{P}\left(y_{t} \mid \mathbf{x}_{t}, \boldsymbol{\theta}\right)} \\
& =\frac{B_{i}(\cdot) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)}{\sum_{j \in \mathbb{T}} B_{j}(\cdot) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{j}\right)} \\
& =p_{i}\left(y_{t}\right) .
\end{align*}
$$

Maximizing (A-4) with respect to the parameter vector $\boldsymbol{\theta}$, we find

$$
\begin{equation*}
\boldsymbol{\theta}^{(k+1)}=\arg \max _{\theta} \sum_{t=1}^{T} \sum_{i \in \mathbb{T}} h_{t, i}^{(k)}\left[\log B_{i}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{i}^{(k)}\right)+\log \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}^{(k)}\right)\right] . \tag{A-6}
\end{equation*}
$$

Analyzing the equation (A-6), we note that the parameters $\boldsymbol{\theta}_{i}$ influence $Q(\cdot)$ only through the term $p_{t, i} \log B_{i}(\cdot)$ and the parameters $\boldsymbol{\psi}_{i}$ through the term $p_{t, i} \log \pi(\cdot)$. Thus we can split the maximization problem as follows:

$$
\begin{align*}
\boldsymbol{\psi}_{i}^{(k+1)} & =\arg \max _{\boldsymbol{\psi}_{i}} \sum_{t=1}^{T} p_{t, i} \log \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}^{(k)}\right)  \tag{A-7}\\
\boldsymbol{\theta}_{i}^{(k+1)} & =\arg \max _{\boldsymbol{\theta}_{i}} \sum_{t=1}^{T} \sum_{i \in \mathbb{T}} p_{t, i} \log B_{i}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{i}^{(k)}\right) \tag{A-8}
\end{align*}
$$

The maximization problem for the expert parameter vector $\psi_{i}$ is a weighted least squares problem. The maximization of ( $\mathrm{A}-8$ ) is a complex non-linear optimization problem, which can be solved using numeric algorithms.

In order to introduce a general equation to estimate the parameters $\boldsymbol{\beta}_{i}$, we
must define the following notation. Let $x_{t, j}$ be the $j$-th element in $\tilde{\mathbf{x}}_{t}$ if $j>0$ and 1 otherwise. Furthermore, $\tilde{\mathbf{x}}_{t, \bar{j}}$ is the vector $\tilde{\mathbf{x}}_{t}$ without $x_{t, j}$. Following the same notation, we define $\boldsymbol{\beta}_{\bar{i}}$ as the $\boldsymbol{\beta}$ vector without the $\beta_{i}$ element.

The general equation for estimate the linear parameters is

$$
\begin{equation*}
\beta_{i j}^{(k+1)}=\frac{\sum_{t=1}^{T} p_{t, i} x_{t, j}\left(y_{t}-\boldsymbol{\beta}_{i \bar{j}}^{\prime(k)} \tilde{\mathbf{x}}_{t, \bar{j}}\right)}{\sum_{t=1}^{T} p_{t, i} x_{t, j}^{2}} \tag{A-9}
\end{equation*}
$$

Then, we define the general equation to estimate the $\sigma_{i}, \forall i \in \mathbb{T}$ :

$$
\begin{equation*}
{\sigma_{i}^{2}}^{(k+1)}=\frac{\sum_{t=1}^{T} p_{t, i}\left(y_{t}-\boldsymbol{\beta}_{i}^{(k)} \tilde{\mathbf{x}}_{t}\right)^{2}}{\sum_{t=1}^{T} p_{t, i}} \tag{A-10}
\end{equation*}
$$

The quasi-Newton optimization algorithm is used to estimate the parameters of the logistic function. We can write the equation ( $\widehat{\mathrm{A}-8}$ ) as follows:

$$
\begin{equation*}
\boldsymbol{\theta}_{i}^{(k+1)}=\arg \max _{\boldsymbol{\theta}_{i}} \sum_{t=1}^{T} \sum_{i \in \mathbb{T}} p_{t, i} \log \left(\prod_{j \in \mathbb{J}_{i}} g\left((-1)^{\chi_{J_{i} \cup\{i\}}(2 j+1)} \mathbf{x}_{t} ; \boldsymbol{\theta}_{j}^{(k)}\right)\right) \tag{A-11}
\end{equation*}
$$

where $\chi_{\mathbb{J}_{i} \cup\{i\}}(2 j+1)$ is equal to 1 if $2 j+1 \in \mathbb{J}_{i} \cup\{i\}$ and 0 otherwise. It is easy to show that this notation is equivalent to that in equation (3-2).

To estimate the parameters of the nodes $\mathbb{J}$ of the tree, we need so select a node $H \in \mathbb{J}$ and then estimate just the parameters of the logistic function $g_{H}$. We select the sequence of $H$ in a increasing order, beginning with $H=0$, to estimate all the logistic function parameters.

Only two sets $\mathbb{J}_{i} \forall i \in \mathbb{J} \cup \mathbb{T}$ have the node $H$ as the last node: $\mathbb{J}_{2 H+1}$ and $\mathbb{J}_{2 H+1}$. As a result, we can write $B_{2 H+1}$ and $B_{2 H+2}$ as functions of the previously estimated parameters.

$$
\begin{align*}
& B_{2 H+1}=\left[1-g\left(\mathbf{x}_{t} ; \boldsymbol{\nu}_{H}\right)\right] \prod_{j \in \mathbb{J}_{H}} g\left((-1)^{\chi_{J_{H} \cup\{H\}}(2 j+1)} \mathbf{x}_{t} ; \boldsymbol{\nu}_{j}\right)  \tag{A-12}\\
& B_{2 H+2}=g\left(\mathbf{x}_{t} ; \boldsymbol{\nu}_{H}\right) \prod_{j \in \mathbb{J}_{H}} g\left((-1)^{\chi_{J_{H} \cup\{H\}}(2 j+1)} \mathbf{x}_{t} ; \boldsymbol{\nu}_{j}\right) \tag{A-13}
\end{align*}
$$

Rewriting the equation (A-11) using this result, we have

$$
\begin{align*}
\boldsymbol{\nu}_{H}^{(k+1)} & =\arg \max _{\boldsymbol{\nu}_{H}} \sum_{t=1}^{T} \sum_{i=2 H+1}^{2 H+2} p_{t, i} \log B_{i}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{i}^{(k)}\right)  \tag{A-14}\\
& =\arg \max _{\boldsymbol{\nu}_{H}} \sum_{t=1}^{T} p_{t, 2 H+1} \log B_{2 H+1}(\cdot)+p_{t, 2 H+2} \log B_{2 H+2}(\cdot) \\
& =\arg \max _{\boldsymbol{\nu}_{H}} \sum_{t=1}^{T} p_{t, 2 H+1} \log g_{H}(\cdot)+p_{t, 2 H+2} \log \left(1-g_{H}(\cdot)\right)
\end{align*}
$$

Then, the BHHH algorithm (5) is used to find the parameter estimates. The differentiation of the previous equation is then calculated.

$$
\frac{\partial}{\partial \boldsymbol{\nu}_{H}} Q\left(\boldsymbol{\theta} ; \boldsymbol{\theta}^{(k)}\right)=\sum_{t=1}^{T} \frac{\partial}{\partial \boldsymbol{\nu}_{H}}\left[\frac{-\gamma_{H}\left(x_{s_{H}, t}-c_{H}\right)}{\hat{\sigma}_{s_{H}}}\right]\left[\left(p_{t, 2 H+1}+p_{t, 2 H+2}\right) g_{H}(\cdot)-p_{t, 2 H+1}\right] .
$$

We adopt the following notation: $p_{t}^{(k)}=\left[p_{t, 2 H+1}-g_{H}^{(k)} p_{H}\right]$ and $C_{t}^{(k)}=\frac{\left(x_{s_{H}, t}-c_{H}^{(k)}\right)}{\sigma_{s_{H}}}$. So we can write the update rule as

$$
\boldsymbol{\nu}_{H}^{(k+1)}=\boldsymbol{\nu}_{H}^{(k)}+\lambda_{k}\left\{\sum_{t=1}^{T} p_{t}^{(k)^{2}}\left[\begin{array}{cc}
C_{t}^{(k)^{2}} & -\frac{C_{t}^{(k)} \gamma_{H}^{(k)}}{\hat{\sigma}_{S}}  \tag{A-15}\\
-\frac{C_{t}^{(k)} \gamma_{H}^{(k)}}{\hat{\sigma}_{s_{H}}} & \frac{\gamma_{H}^{(k)^{2}}}{\hat{\sigma}_{s_{H}}^{2}}
\end{array}\right]\right\}^{-1} \sum_{t=1}^{T} p_{t}^{(k)}\left[\begin{array}{l}
-C_{t}^{(k)} \\
\frac{\gamma_{H}^{(k)}}{\hat{\sigma}_{s_{H}}}
\end{array}\right] .
$$

Then, the parameter estimation algorithm can be summarized as follows:

1. The probabilities $p_{t, i}^{(k)}$ are calculated trough equation (A-1).
2. The local model parameters $\boldsymbol{\psi}_{i}^{(k+1)}$ are then estimated using (A-9) and $(\mathrm{A}-$ (10).
3. The gating parameters $\boldsymbol{\nu}_{j}^{(k+1)}, \forall j \in \mathbb{J}$, are calculated through (A-15).
4. These steps are performed until the square error between $\theta^{(k)}$ and $\theta^{(k+1)}$ is small enough.

## B Identifiability

To prove the identifiability of the Tree-MM models, we need to define some concepts and assumptions. First, we define de concept of a sub-tree and then state two assumptions to establish the theorem of identifiability of the Tree-MM models.

Let $\mathbb{J} \mathbb{T}$ be a tree with sets $\mathbb{J}, \mathbb{T}$ and $\mathbb{S}$, where $\mathbb{S}$ is the set of indexes $s_{j}, \forall j \in \mathbb{J}$ and parameter vector $\boldsymbol{\theta}$. We define a subtree $\mathbb{J T}^{k}$ as the tree beginning at node $k$, with the sets $\mathbb{J}^{k} \subseteq \mathbb{J}, \mathbb{T}^{k} \subseteq \mathbb{T}$ and $\mathbb{S}^{k} \subseteq \mathbb{S}$, where $i \in \mathbb{J}^{k} \Leftrightarrow k \in \mathbb{J}_{i} \cup\{i\}$ and parameter vector $\boldsymbol{\theta}^{k}$. For example, assume the tree $\mathbb{J} \mathbb{T}=\{0,1,2,3,4,5,6,11,12\}$ then $\mathbb{T}^{2}=\{2,5,6,11,12\}$.

Assumption 7 Let $f_{k}\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{k}\right)$ be the conditional p.d.f. of the subtree $\mathbb{T}^{k}$. Then $\forall k \in \mathbb{J}, f_{2 k+1}\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}^{2 k+1}\right) \neq f_{2 k+2}\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}^{2 k+2}\right)$.

This assumption guarantees that our tree is irreducible in the sense that any split cannot be changed by a subtree or by a local model.

Assumption 8 We assume that for any tree $\mathbb{J T}$ and all sub-trees $\mathbb{T}^{k}$ :

1. The parameters $\gamma_{j}>0, \forall j \in \mathbb{J}$;
2. $\forall j \in \mathbb{J}^{2 k+1}$, if $s_{j}=s_{k}$ then $c_{j}<c_{k}$;
3. $\forall j \in \mathbb{J}^{2 k+2}$, if $s_{j}=s_{k}$ then $c_{j} \geq c_{k}$.

These assumptions together ensure that the sets $\mathbb{J}, \mathbb{T}$ and $\mathbb{S}$ uniquely specify any tree.

Lemma B. 1 Under Assumptions (7) and (8), a tree $\mathbb{\mathbb { T }}$ is uniquely specified and the parameter vector $\boldsymbol{\theta}$ has a unique representation.

Proof. We start proving irreducibility. Suppose that for any node $k \in \mathbb{J}$, $f_{2 k+1}\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}^{2 k+1}\right)=f_{2 k+2}\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}^{2 k+2}\right)$. So, $f_{k}=g_{k}(\cdot) f_{2 k+1}+\left(1-g_{k}(\cdot)\right) f_{2 k+2}=$ $f_{2 k+1}=f_{2 k+2}$. Then we can change the node $k$ by the node $2 k+1$ or $2 k+2$. If $f_{2 k+1}(\cdot) \neq f_{2 k+2}(\cdot), \forall k \in \mathbb{J}$, then the tree cannot be reduced so it is irreducible.

Now, suppose there is an irreducible tree $\mathbb{J T}$. On the first split at $s_{0}, c_{0}$ can assume any value in $\mathbb{R}$. Now consider the sub-trees $\mathbb{T}^{1}$ and $\mathbb{T}^{2}$. Following the
condition (8), on the next split at $s_{k}=s_{0}, k \in \mathbb{J}^{1}, c_{k}$ can assume any value in $\left(-\infty, c_{0}\right)$ and on the next split at $s_{l}=s_{0}, l \in \mathbb{J}^{2}, c_{l}$ can assume any value in $\left[c_{0}, \infty\right)$. So, the values of $c_{k}$ and $c_{l}$ cannot be interchanged. Repeating this argument for all splits, and considering that the transition has the same shape (which is guaranteed by the constraint over the $\gamma \mathrm{s}$ ), we show that any irreducible tree under Assumption (8) is uniquely specified.
Q.E.D.

The next theorem gives the conditions under which the Tree-MM model is identifiable.

Teorema B. 2 Under Assumptions (7) and (8), the tree mixture-of-expert structure, as presented in (3-1), is identifiable, in the sense that, for a sample $\left\{y_{t} ; \mathbf{x}_{t}\right\}_{t=1}^{T}$, and for $\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2} \in \Theta$

$$
\prod_{t=1}^{T} f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{1}\right)=\prod_{t=1}^{T} f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{2}\right) \quad, \text { a.s. }
$$

is equivalent to $\boldsymbol{\theta}_{1}=\boldsymbol{\theta}_{2}$.
Proof. Suppose that $f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{1}\right)=f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{2}\right)$, for any sequence $\left\{y_{t} ; \mathbf{x}_{t}\right\}_{t=1}^{T}$. Therefore, we have

$$
\begin{equation*}
\sum_{i \in \mathbb{T}_{1}} B_{i}\left(x_{s_{i}} ; \boldsymbol{\theta}_{1 i}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{1 i}\right)=\sum_{i \in \mathbb{T}_{2}} B_{i}\left(x_{s_{i}} ; \boldsymbol{\theta}_{2 i}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{2 i}\right) . \tag{B-1}
\end{equation*}
$$

Considering the Lemma B.1, $\mathbb{T}_{1}=\mathbb{T}_{2}=\mathbb{T}$; furthermore, if $\boldsymbol{\psi}_{1 i}=\boldsymbol{\psi}_{2 i}$ then $\pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{1 i}\right)=\pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{2 i}\right)$. Then we can write this equation as

$$
\begin{equation*}
\sum_{i \in \mathbb{T}}\left(B_{i}\left(\cdot ; \boldsymbol{\theta}_{1 i}\right)-B_{i}\left(\cdot ; \boldsymbol{\theta}_{2 i}\right)\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)=0 \tag{B-2}
\end{equation*}
$$

where $\boldsymbol{\psi}_{i}=\boldsymbol{\psi}_{1 i}=\boldsymbol{\psi}_{2 i}$.
We have to show that $B_{i}\left(\cdot ; \boldsymbol{\theta}_{1 i}\right)-B_{i}\left(\cdot ; \boldsymbol{\theta}_{2 i}\right)=0$. Following the definition of $B_{i}(\cdot ; \cdot)$ in equation (3-2) and the definition of the logistic function, we can write $B_{i}(\cdot ; \cdot)$ as a product of logistic functions, then

$$
\begin{equation*}
g_{0}\left(\cdot ; \boldsymbol{\nu}_{10}\right) \prod_{k \in \mathbb{J}_{i}} g_{k}\left(\cdot ; \boldsymbol{\nu}_{1 k}\right)=g_{0}\left(\cdot ; \boldsymbol{\nu}_{20}\right) \prod_{k \in \mathbb{J}_{i}} g_{k}\left(\cdot ; \boldsymbol{\nu}_{2 k}\right) . \tag{B-3}
\end{equation*}
$$

If we show $g_{0}\left(\cdot ; \boldsymbol{\nu}_{10}\right)=g_{0}\left(\cdot ; \boldsymbol{\nu}_{20}\right)$, then we can show iteractively that $B_{i}\left(\cdot ; \boldsymbol{\boldsymbol { \theta } _ { 1 i }}\right)=B_{i}\left(\cdot ; \boldsymbol{\theta}_{2 i}\right):$

$$
\begin{align*}
g_{0}\left(\cdot ; \boldsymbol{\nu}_{10}\right) & =g_{0}\left(\cdot ; \boldsymbol{\nu}_{20}\right),  \tag{B-4}\\
\frac{1}{1+e^{-\gamma_{10}\left(x_{s_{0}, t}-c_{10}\right)}} & =\frac{1}{1+e^{-\gamma_{20}\left(x_{s_{0}, t}-c_{20}\right)}}, \tag{B-5}
\end{align*}
$$

which is true only if $\left(\gamma_{10}, c_{10}\right)=\left(\gamma_{20}, c_{20}\right)$.
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Concluding, we have shown that $f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{1}\right)=f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{2}\right)$ implies $\boldsymbol{\theta}_{1}=\boldsymbol{\theta}_{2}$. Thus,

$$
\prod_{t=1}^{T} f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{1}\right)=\prod_{t=1}^{T} f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}_{2}\right), \quad \text { a.s. }
$$

is equivalent to $\boldsymbol{\theta}_{1}=\boldsymbol{\theta}_{2}$.
Q.E.D.

## C <br> Stationarity and Geometric Ergodicity

As in the study of autoregressive processes, the most fundamental issues involve finding sufficient conditions to ensure the stochastic stability of the process. In this case, we need to know under which conditions a Tree-MM process with only autoregressive local models (i.e. $\mathbf{x}_{t}$ contains only lags of $y_{t}$ ) will be stationary.

Some results on the stability of mixture of experts were shown in (69). In that case, the conditions were proved for a $\operatorname{MixAR}(m ; d)$ model. We can use the same results because the limiting behavior of the multinomial logits and the $B(\cdot)$ functions are similar.

Set $\alpha_{k} \equiv \max _{i \in \mathbb{T}}\left|\beta_{i k}\right|, k=1, \ldots, p$, where $\beta_{i k}$ is the $k$-th component of $\boldsymbol{\beta}_{i}$. Then we have the following results:

Teorema C. 1 Let $\left\{y_{t}\right\}_{t \geq 0}$ follow a Tree-MM model (3.1) with $A R(p)$ local models. Assume that the polynomial

$$
\mathcal{P}(z)=z^{d}-\sum_{k=1}^{p} \alpha_{k} z^{d-k} \quad ; z \in C
$$

has all its zeros in the open unit disk, $z<1$. Then the vector process $y_{t}$ has a unique stationary probability measure, and is geometrically ergodic.

Proof. To use the results of (69), we need to show some similarities between the multinomial logit function and the $B(\cdot)$ function. We define $B^{(1)}$ as the left most expert of the tree and $B^{(J)}$ as the right most expert of the tree. Obviously, $B^{(1)}$ is a product of $1-g(\cdot)$ functions and $B^{(J)}$ is a product of $g(\cdot)$ functions. Furthermore, any $B^{(j)}$ for $j=2, \ldots, J-1$ has at least one term $g(\cdot)$ and one term $1-g(\cdot)$.

If we satisfy the following conditions, we can show the equivalence of the proofs.
(i) $B^{(1)} \rightarrow 1$ for $y_{s^{(1)}} \rightarrow-\infty$
(ii) $B^{(1)} \rightarrow 0$ for $y_{s^{(1)}} \rightarrow \infty$
(iii) $B^{(J)} \rightarrow 1$ for $y_{s^{(J)}} \rightarrow \infty$
(iv) $B^{(J)} \rightarrow 0$ for $y_{s^{(J)}} \rightarrow-\infty$
(v) $B^{(j)} \rightarrow 0$ for $y_{s^{(j)}} \rightarrow \pm \infty$.

We know that $g\left(\mathbf{x}_{t}, \boldsymbol{\nu}_{k}\right) \rightarrow 1$ for $y_{s_{k}} \rightarrow \infty$ and $g\left(\mathbf{x}_{t}, \boldsymbol{\nu}_{k}\right) \rightarrow 0$ for $y_{s_{k}} \rightarrow-\infty$. Consequently, $\left[1-g\left(\mathbf{x}_{t}, \boldsymbol{\nu}_{k}\right)\right] \rightarrow 0$ for $y_{s_{k}} \rightarrow \infty$ and $\left[1-g\left(\mathbf{x}_{t}, \nu_{k}\right)\right] \rightarrow 1$ for $y_{s_{k}} \rightarrow-\infty$. Then

$$
\begin{aligned}
\lim _{y_{s(1)} \rightarrow-\infty} B^{(1)}(\cdot) & =\lim _{y_{s(1)} \rightarrow-\infty} \prod[1-g(\cdot)] \\
& =\prod_{y_{s}(1) \rightarrow-\infty}[1-g(\cdot)] \\
& =1,
\end{aligned}
$$

such that Condition (i) holds.
Conditions (ii)-(v) can be verified using the same steps. Consequently, the results of (69) hold for the Tree-MM model.

## D

## Proofs of Theorems

We follow (64), to prove the existence, consistency and asymptotic normality of the QMLE. Besides, we define some notation to make the proofs clearer.

Define $f_{t} \equiv f\left(y_{t} \mid \mathbf{x}_{t} ; \theta\right)$ and $f_{t}^{*} \equiv f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}^{*}\right)$. Following this notation, we also define $\pi_{i t} \equiv \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right), \pi_{i t}^{*} \equiv \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}^{*}\right), B_{i t} \equiv B_{i}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{i}\right)$ and $B_{i t}^{*} \equiv B_{i}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{i}^{*}\right)$. Furthermore define recursively $f_{k, t}=\left(1-g\left(x_{s_{k}} ; \boldsymbol{\nu}_{k}\right)\right) f_{2 k+1, t}+$ $g\left(x_{s_{k}} ; \boldsymbol{\nu}_{k}\right) f_{2 k+2, t}$, for all $k$ in $\mathbb{J}$, and $f_{k, t}=\pi_{k t}$, for all $k$ in $\mathbb{T}$.

## D. 1

Proof of Theorem 4.1
We need to satisfy Assumptions 2.1, 2.3 and 2.4 of Theorem 2.13 in (64), show that $\left|\mathcal{L}_{T}(\boldsymbol{\theta})\right|<\infty$, and that the QMLE has a unique maximum at $\boldsymbol{\theta}^{*}$.

Assumption 2.1 is satisfied by Assumption and Assumption 2.3 is satisfied by Assumption 2 and LemmaE.1. Assumption 2.4 and $|\mathcal{L}(\boldsymbol{\theta})|<\infty$ are satisfied by Lemma E. 1 So we need to show that $\mathcal{L}_{T}(\boldsymbol{\theta})$ has a unique maximum at $\boldsymbol{\theta}^{*}$.

To show that $\mathcal{L}_{T}(\boldsymbol{\theta})$ is uniquely maximized at $\boldsymbol{\theta}^{*}$, we follow (39) writing the maximization problem as follows:

$$
\max _{\boldsymbol{\theta} \in \Theta}\left[\mathcal{L}_{T}(\boldsymbol{\theta})-\mathcal{L}_{T}\left(\boldsymbol{\theta}^{*}\right)\right]=\max _{\boldsymbol{\theta} \in \Theta} \mathbb{E}\left[\log \frac{f_{t}^{*}}{f_{t}}-\frac{f_{t}}{f_{t}^{*}}-1\right] .
$$

Furthermore, for any $x>0, m(x)=x-\log (x) \leq 0$, then

$$
\mathbb{E}\left[\log \frac{f_{t}^{*}}{f_{t}}-\frac{f_{t}}{f_{t}^{*}}\right] \leq 0
$$

Given that $m(x)$ archives its maximum at $x=1, \mathbb{E}[m(x)] \leq \mathbb{E}[m(1)]$ with equality holding almost surely only if $f_{t}^{*}=f_{t}$ with probability one. By the mean value theorem, it is equivalent to show that

$$
\begin{equation*}
\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{*}\right)^{\prime} \frac{\partial \log f_{t}}{\partial \boldsymbol{\theta}}=0 \tag{D-1}
\end{equation*}
$$

almost surely. A straightforward application of LemmaE.2 shows that it happens if, and only if, $\boldsymbol{\theta}=\boldsymbol{\theta}^{*}$ with probability one, which completes the proof.

## D. 2 <br> Proof of Theorem 4.2

We must satisfy the conditions of Theorem 3.5 in (64), which are Assumptions 2.1, 2.3, 2.4, 3.1 and $3.2^{\prime}$. Assumptions 2.1, 2.3, 2.4 and $3.2^{\prime}$ are satisfied by Assumptions [1] $\sqrt[3]{ }$ (see the proof of Theorem 4.1). Assumption 3.1 states that:
(a) $\mathbb{E}_{\mathcal{G}}\left(\log f_{t}\right)<\infty, \forall t=1,2, \ldots$;
(b) $\mathbb{E}_{\mathcal{G}}\left(\log f_{t}\right)$ is continuous in $\boldsymbol{\Theta}$; and
(c) $\left\{\log f_{t}\right\}$ obeys the uniform law of large numbers (ULLN).
it is clear that $\mathbb{E}_{\mathcal{G}}\left(\log f_{t}\right) \leq \log \mathbb{E}_{\mathcal{G}}\left(f_{t}\right) \leq \log \mathbb{E}_{\mathcal{G}}\left(\sup _{t} f_{t}\right)$. But $\sup _{t} f_{t}=$ $\Delta<\infty$, then $\log \left[\mathbb{E}_{\mathcal{G}}\left(\sup _{t} f_{t}\right)\right]=\log \Delta<\infty$. Then, Condition (a) is satisfied. In addition, note that $\log (\cdot), \mathcal{G}_{t}$ and $f_{t}$ are continuous, measurable, and integrable functions, so $h_{t}=\mathcal{G}_{t} \log f_{t}$ is also continuous, measurable, and integrable. Then, $\int h_{t} d y$ is continuous and Condition (b) is satisfied. Finally, Condition (c) is satisfied by Lemma E.7] As a result, $\widehat{\boldsymbol{\theta}}_{T} \rightarrow \boldsymbol{\theta}^{*}$ almost surely.

## D. 3 <br> Proof of Theorem 4.3

To prove this theorem, we must satisfy Assumptions 2.1, 2.3, 3.1, 3.2', 3.6, 3.7(a), 3.8, 3.9 and 6.1 in (64). Assumptions 2.1, 2.3, 3.1, 3.2' are satisfied by Assumptions 1-6(see proof of Theorem4.2). Assumption 3.6 is satisfied by Lemma E.1, Assumption 3.7(a) is satisfied by LemmaE.4, Assumption 3.8 by Lemmas E. 5 and E.7, Assumption 3.9 by Lemma E.6, and Assumption 6.1 is shown here.

Assumption 6.1 requires that $\left\{\left.T^{-1 / 2} \partial_{\theta} f_{t}\right|_{\theta^{*}}\right\}$ obeys a central limit theorem with covariance matrix $B\left(\theta^{*}\right)$, where $B\left(\theta^{*}\right)$ is $O(1)$ and uniformly positive definite. First note that, from lemmaE. $8,\left\{\left.\partial_{\theta} f_{t}\right|_{\theta^{*}}\right\}$ is a martingale difference process. Then we must show the following to satisfy assumption 6.1:
(a) $\left.\left.T^{-1} \sum_{t=1}^{T} \partial_{\theta} f_{t}\right|_{\theta^{*}} \partial_{\theta^{\prime}} f_{t}\right|_{\theta^{*}} \xrightarrow{\text { a.s. }} \mathbb{E}\left(\left.\left.\partial_{\theta} f_{t}\right|_{\theta^{*}} \partial_{\theta^{\prime}} f_{t}\right|_{\theta^{*}}\right)$;
(b) the sequence is strictly stationary.

Condition (a) is readily verified by Lemmas E.7 and E.4. Condition (b) is satisfied by Assumption 4 Hence, satisfying these assumptions, we can show that

$$
\sqrt{T}\left(\widehat{\boldsymbol{\theta}}_{T}-\boldsymbol{\theta}^{*}\right) \xrightarrow{D} \mathrm{~N}\left(0, \mathbf{I}^{-1}\right),
$$
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where $\mathbf{I}\left(\boldsymbol{\theta}^{*}\right) \equiv \mathbf{A}^{-1}\left(\boldsymbol{\theta}^{*}\right) \mathbf{B}\left(\boldsymbol{\theta}^{*}\right) \mathbf{A}^{-1}\left(\boldsymbol{\theta}^{*}\right)$ and

$$
\begin{aligned}
& \mathbf{A}\left(\boldsymbol{\theta}^{*}\right)=\mathbb{E}\left[-\left.\frac{\partial^{2} \mathcal{L}_{T}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}}\right|_{\boldsymbol{\theta}^{*}}\right] \\
& \mathbf{B}\left(\boldsymbol{\theta}^{*}\right)=\mathbb{E}\left[\left.\left.\frac{\partial \mathcal{L}_{T}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}}\right|_{\boldsymbol{\theta}^{*}} \frac{\partial \mathcal{L}_{T}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}^{\prime}}\right|_{\boldsymbol{\theta}^{*}}\right],
\end{aligned}
$$

where $\mathcal{L}_{T}(\boldsymbol{\theta})=\log \sum_{i \in \mathbb{T}} B_{i}\left(\mathbf{x}_{t} ; \boldsymbol{\theta}_{i}\right) \pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)$.

> C.Q.D

## E

## Lemmas

Lemma E. 1 Under Assumptions (2)-(3) $f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}\right)$, defined in (3-1), is a measurable function of $\boldsymbol{Y}_{t}=\left[y_{t} \text {, mathbbx } t_{t}\right]^{\prime}$, limited, positive and continuously differentiable of order $n$ on $\Theta$.

Proof. Trivially, $\pi\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\psi}_{i}\right)$ and $g\left(x_{s_{j} t} ; \boldsymbol{\nu}_{j}\right)$ are continuous, mensurable, finite, positive and differentiable functions of $\boldsymbol{Y}_{t}$. The function $f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}\right)$ is a sequence of sums and products of these functions. As a result, $f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}\right)$ is a continuous, mensurable, finite, positive and differentiable function of $\boldsymbol{Y}_{t}$.
C.Q.D

Lemma E. 2 Let $\boldsymbol{d}$ be a constant vector with the same dimension of $\boldsymbol{\theta}$. Then it follows that

$$
\boldsymbol{d}^{\prime}\left(\frac{\partial \log f_{t}}{\partial \boldsymbol{\theta}}\right)=0 \quad \text { a.s. }
$$

if, and only if, $\boldsymbol{d}=\mathbf{0}$.

Proof. First write

$$
\begin{equation*}
\boldsymbol{d}^{\prime}\left(\frac{\partial \log f_{t}}{\partial \boldsymbol{\theta}}\right)=\boldsymbol{d}^{\prime} \frac{1}{f_{t}} \frac{\partial f_{t}}{\partial \boldsymbol{\theta}}=0 . \tag{E-1}
\end{equation*}
$$

From Lemma E.1, we know that $f_{t}>0$. Rewriting (E-1), and considering that we can write in terms of $\partial / \partial \boldsymbol{\psi}_{i}$ and $\partial / \partial \boldsymbol{\nu}_{k}$, for all $i \in \mathbb{T}$ and $k \in \mathbb{J}$,

$$
\boldsymbol{d}^{\prime} \frac{\partial \pi_{i t}}{\partial \boldsymbol{\psi}_{i}}=0 \quad \text { and } \quad\left[f_{2 k+1, t} g_{k t}-f_{2 k+2, t}\left(1-g_{k t}\right)\right] \boldsymbol{d}^{\prime} \frac{\partial\left[-\gamma_{k}\left(y_{t}-c_{k}\right)\right]}{\partial \boldsymbol{\nu}_{k}}=0
$$

which are both functions of $y_{t}$. By the non-degeneracy condition, and supposing that $y_{t}$ is not null for all $t=1,2, \ldots, T$, then $\boldsymbol{d}^{\prime} \frac{\partial f_{t}}{\partial \boldsymbol{\theta}}=0$ if, and only if, $\boldsymbol{d}=\mathbf{0}$.

> C.Q.D

Lemma E. 3 Under Assumptions 2 [5and $6 \mathbb{E}\left(\log f_{t}\right)<\infty$.
Proof. First we make

$$
\begin{equation*}
\log f_{t}=\log \sum_{i \in \mathbb{T}} B_{i t} \pi_{i t}<\log \sum_{i \in \mathbb{T}} \pi_{i t}<\log \# \mathbb{T}+\log \sup _{i \in \mathbb{T}} \pi_{i t} . \tag{E-2}
\end{equation*}
$$

Let $\pi_{I t}=\pi\left(y_{t} \mid \mathbf{x}_{t} ; \mathbf{x}_{t}^{\prime} \boldsymbol{\beta}_{I}, \sigma_{I}^{2}\right)=\sup _{i \in \mathbb{T}} \pi_{i t}$, then equation (E-2) becomes

$$
\begin{equation*}
\log \pi_{I t}=-\frac{1}{2} \log 2 \pi \sigma_{I}^{2}-\frac{1}{2 \sigma_{I}^{2}}\left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{I}-y_{t}\right)^{2} \tag{E-3}
\end{equation*}
$$

Taking the expected value of (E-3), and under Assumptions 2 and 5,

$$
\begin{equation*}
\mathbb{E}\left[\log \pi_{I t}\right]=-\frac{1}{2} \log 2 \pi \sigma_{I}^{2}-\frac{1}{2 \sigma_{I}^{2}} \mathbb{E}\left[\left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{I}-y_{t}\right)^{2}\right]<\infty . \tag{E-4}
\end{equation*}
$$

Lemma E. 4 Under Assumptions 2 4 5 and 6

$$
\begin{aligned}
& \mathbb{E}\left(\frac{\partial \log f_{t}}{\partial \boldsymbol{\theta}}\right)<\infty \quad \text { and } \\
& \mathbb{E}\left(\frac{\partial \log f_{t}}{\partial \boldsymbol{\theta}} \frac{\partial \log f_{t}}{\partial \boldsymbol{\theta}^{\prime}}\right)<\infty .
\end{aligned}
$$

Proof. Let $\partial_{\theta} \equiv \frac{\partial}{\partial \theta}$. Then we make
$\partial_{\theta} \log f_{t}=\frac{1}{f_{t}} \partial_{\theta} f_{t}=\frac{1}{f_{t}} \sum_{i \in \mathbb{T}} \pi_{i t} \partial_{\theta} B_{i t}+B_{i t} \partial_{\theta} \pi_{i t} \leq \Delta_{\pi, f} \sum_{i \in \mathbb{T}} \partial_{\theta} B_{i t}+\Delta_{B} \sum_{i \in \mathbb{T}} \partial_{\theta} \pi_{i t}$,
where $\Delta_{\pi, f}=\sup _{i}\left(f_{t}^{-1} \pi_{i t}\right)<\infty$ and $\Delta_{B}=\sup _{i} f_{t}^{-1}<\infty$.
This equation can be written in terms of $\partial_{\psi_{i}} \equiv \partial / \partial \psi_{i}$ and $\partial_{\nu_{j}} \equiv \partial / \partial \nu_{j}$. Let $\Delta_{\pi}=\sup _{i} \pi_{i t}$, then

$$
\begin{align*}
\partial_{\psi_{i}} \pi_{i t} & =\pi_{i t} \partial_{\psi_{i}} \log \pi_{i t} \leq \Delta_{\pi} \partial_{\psi_{i}} \log \pi_{i t},  \tag{E-6}\\
\partial_{\nu_{j}} B_{i t} & =B_{i t}\left(-g_{j t}\right)\left(1-g_{j t}\right) \partial_{\nu_{j}}\left[-\gamma_{j}\left(x_{s_{j}}-c_{j}\right)\right] \leq\left|\partial_{\nu_{j}}\left[-\gamma_{j}\left(x_{s_{j}}-c_{j}\right)\right]\right| \tag{E-7}
\end{align*}
$$

But $\boldsymbol{\psi}_{i}=\left[\beta_{0 i}, \ldots, \beta_{p i}, \sigma_{i}^{2}\right]^{\prime}$, thus the right size of equation (E-6) can be written as

$$
\begin{align*}
\Delta_{\pi} \partial_{\beta_{k i}} \log \pi_{i t} & =-\Delta_{\pi} \frac{\tilde{x}_{k t}\left(\tilde{\mathbf{x}}_{t}^{\prime} \boldsymbol{\beta}-y_{t}\right)}{\sigma_{i}^{2}}  \tag{E-8}\\
\Delta_{\pi} \partial_{\sigma_{i}^{2}} \log \pi_{i t} & =\Delta_{\pi}\left(-\frac{1}{2 \sigma_{i}^{2}}+\frac{\left(\tilde{\mathbf{x}}_{t}^{\prime} \boldsymbol{\beta}-y_{t}\right)^{2}}{2 \sigma_{i}^{4}}\right) \tag{E-9}
\end{align*}
$$

where $\tilde{x}_{k t}$ is the $k$-th element of the vector $\tilde{\mathbf{x}}_{t}$.
Using the same argument, we can write the right side of equation (E-7) as

$$
\begin{align*}
\left|\partial_{\gamma_{j}}\left[-\gamma_{j}\left(x_{s_{j}}-c_{j}\right)\right]\right| & =\left|-\left(x_{s_{j}}-c_{j}\right)\right|,  \tag{E-10}\\
\left|\partial_{c_{j}}\left[-\gamma_{j}\left(x_{s_{j}}-c_{j}\right)\right]\right| & =\left|\gamma_{j}\right| . \tag{E-11}
\end{align*}
$$

It is readily verified that, under Assumptions2, 4, and 5, the expected values of equations ( $(\bar{E}-8)-(\bar{E}-11)$ are finite. Furthermore, under Assumption 6, the expected
value of any product between these equations is also finite.
C.Q.D

Lemma E. 5 Under Assumptions (2) 4 5 and 6 $\mathbb{E}\left(\partial^{2} \log f_{t} / \partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}\right)<\infty$.
Proof. Assume that $\partial_{\theta \theta^{\prime}} \equiv \frac{\partial}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\boldsymbol{\theta}}}$. Then we make

$$
\begin{equation*}
\partial_{\theta \theta^{\prime}} \log f_{t}=-\partial_{\theta} \log f_{t} \partial_{\theta^{\prime}} \log f_{t}+f_{t}^{-1} \partial_{\theta \theta^{\prime}} f_{t} \tag{E-12}
\end{equation*}
$$

Using the product law of differentiation, we can write $\partial_{\theta \theta^{\prime}} f_{t}$ as a sum of products of $\partial_{\theta} B_{i t}$ and $\partial_{\theta} \pi_{i t}$ with $\partial_{\theta \theta^{\prime}} B_{i t}$ and $\partial_{\theta \theta^{\prime}} \log \pi_{i t}$. Using the results of lemma E. 4 the expected value of the product of any two of these derivatives is finite. So, we must show that $\mathbb{E}\left[\partial_{\theta \theta^{\prime}} B_{i t}\right]<\infty$ and $\mathbb{E}\left[\partial_{\theta \theta^{\prime}} \log \pi_{i t}\right]<\infty$. Considering that $\psi_{i}$ and $\psi_{j}$ do not have elements in common, and that $B_{i t}$ depends only on the vectors $\nu_{j}, j \in \mathbb{J}_{i}$, we can write these derivatives in terms of $\partial_{\psi_{i} \psi_{i}^{\prime}}$ and $\partial_{\nu_{j} \nu_{k}^{\prime}}$. But $\boldsymbol{\psi}_{i}=\left[\beta_{0 i}, \ldots, \beta_{p i}, \sigma_{i}^{2}\right]^{\prime}$ and $\nu_{j}=\left[\gamma_{j}, c_{j}\right]^{\prime}$. Then

$$
\begin{align*}
\partial_{\beta_{l i} \beta_{k i}} \log \pi_{i t} & =-\sigma_{i}^{-2} \tilde{x}_{k t} \tilde{x}_{l t}  \tag{E-13}\\
\partial_{\beta_{l i} \sigma_{i}^{2}} \log \pi_{i t} & =\sigma_{i}^{-4} \tilde{x}_{l t}\left(\tilde{\mathbf{x}}_{t}^{\prime} \boldsymbol{\beta}-y_{t}\right),  \tag{E-14}\\
\partial_{\sigma_{i}^{2} \sigma_{i}^{2}} \log \pi_{i t} & =\left(2 \sigma_{i}^{4}\right)^{-1} \sigma_{i}^{-8}\left(\tilde{\mathbf{x}}_{t}^{\prime} \boldsymbol{\beta}-y_{t}\right)^{2},  \tag{E-15}\\
\left|\partial_{\nu_{k} \nu_{j}^{\prime}} B_{i t}\right| & <\left|\partial_{\nu_{k}}\left[-\gamma_{k}\left(x_{s_{k}}-c_{k}\right)\right] \partial_{\nu_{j}^{\prime}}\left[-\gamma_{j}\left(x_{s_{j}}-c_{j}\right)\right]\right| . \tag{E-16}
\end{align*}
$$

It is readily verified that, under Assumptions 2, 4 and 5, the expected values of equations $(\bar{E}-13)-(\bar{E}-16)$ are finite.
C.Q.D

Lemma E. 6 Under Assumptions 2 45 and $6 \mathbb{E}\left(\partial^{2} \log f_{t} /\left.\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}\right|_{\theta^{*}}\right)$ is negative definite.

Proof. If $\mathbb{E}\left(\partial^{2} \log f_{t} /\left.\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}\right|_{\theta^{*}}\right)$ is negative definite, then $\log f_{t}$ has a maximum in $\Theta$. We know by Lemma E.2 that $\log f_{t}$ has only one maximum or minimum in $\Theta$; thus we only have to show that $f_{t}$ must have a maximum.

Trivially, the Gaussian functions $\pi_{i t}$ have a maximum. If we multiply by a constant or monotone functions or add functions with a maximum, the function still has a maximum. The logistic function is a monotone function (in relation to its parameters and the variable). Hence, $B_{i t} \pi_{i t}$ has a maximum and $f_{t}$ has a maximum, and $\mathbb{E}\left(\partial^{2} \log f_{t} /\left.\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}\right|_{\theta^{*}}\right)$ is negative definite.

Lemma E. 7 Under Assumptions 2 4 5 and 6
(a) $T^{-1} \sum_{t=1}^{T} f_{t} \xrightarrow{\text { a.s. }} \mathbb{E}\left(f_{t}\right)$;
(b) $T^{-1} \sum_{t=1}^{T} \partial_{\theta} f_{t} \xrightarrow{\text { a.s. }} \mathbb{E}\left(\partial_{\theta} f_{t}\right) ;$ and
(c) $T^{-1} \sum_{t=1}^{T} \partial_{\theta \theta^{\prime}} f_{t} \xrightarrow{\text { a.s. }} \mathbb{E}\left(\partial_{\theta \theta^{\prime}} f_{t}\right)$.

Proof. First we must show that $T^{-1} \sum_{t=1}^{T} y_{t} \xrightarrow{\text { a.s. }} \mathbb{E}\left(y_{t}\right)$. Once $y_{t}$ is a mixing process, we just need to show that $\mathbb{E}\left(T^{-1} \sum_{t=1}^{T} y_{t}\right)=\mathbb{E}\left(y_{t}\right)$ and that $\mathbb{V}\left(T^{-1} \sum_{t=1}^{T} y_{t}\right)<$ $\infty$. The first assumption is trivially satisfied because $y_{t}$ is stationary. The second assumption is satisfied because $\sum \mathbb{E}\left(y_{t} y_{t-k}\right)<\Delta<\infty$.

Lemma E. 1 ensures that $f_{t}, \partial_{\theta} f_{t}$ and $\partial_{\theta \theta^{\prime}} f_{t}$ are continuous functions of $y_{t}$ given $\theta$. Besides, Lemmas E.3, E.4 and E.5 guarantee that the expected value is also finite. Once the functions are continuous and the expected value is finite, we can extend the results of $y_{t}$ for $f_{t}, \partial_{\theta} f_{t}$ and $\partial_{\theta \theta^{\prime}} f_{t}$, thereby completing the proof.

Lemma E. 8 Under Assumptions (2)-(5), $\partial \mathcal{L}_{T}(\boldsymbol{\theta}) /\left.\partial \boldsymbol{\theta}\right|_{\boldsymbol{\theta}_{0}}$ is a martingale difference in terms of $\mathcal{F}_{t}$, the $\sigma$-field generated by $\left\{y_{t}, \mathbf{x}_{t}, \ldots\right\}$, where $\mathcal{L}_{T}(\boldsymbol{\theta})=\log f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}\right)$ and $f\left(y_{t} \mid \mathbf{x}_{t} ; \boldsymbol{\theta}\right)$ is defined in (3-1).

Proof. We prove following the definition of martingale differences:
(a) $\mathbb{E}\left[\partial \mathcal{L}_{T}(\boldsymbol{\theta}) /\left.\partial \boldsymbol{\theta}\right|_{\theta^{*}}\right]<\infty$;
(b) $\mathbb{E}\left[\partial \mathcal{L}_{T}(\boldsymbol{\theta}) /\left.\partial \boldsymbol{\theta}\right|_{\boldsymbol{\theta}^{*}} \mid \mathcal{F}_{t-1}\right]=0$

The first condition is satisfied by Lemma E.4 The second condition is satisfied by Theorem 4.1 and Lemma E.4. Satisfying Conditions (a) and (b), $\partial \mathcal{L}_{T}(\boldsymbol{\theta}) /\left.\partial \boldsymbol{\theta}\right|_{\boldsymbol{\theta}^{*}}$ is a martingale difference in terms of $\mathcal{F}_{t}$.

